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SPSS: Descriptive and Inferential Statistics

This tutorial describes the use of SPSS to obtain descriptive and inferential statistics. In the first
section, you will be introduced to procedures used to obtain several descriptive statistics,
frequency tables, and crosstabulations. In the second section, the chi-square test of independence,
independent and paired sample t tests, bivariate correlations, regression, and the general linear
model will be covered. If you are not familiar with SPSS or need more information about how to
get SPSS to read your data, you may wish to read our SPSS for Windows: Getting Started
tutorial. This set of documents uses a sample dataset, Employee data.sav, that SPSS provides. It
can be found in the root SPSS directory. If you installed SPSS in the default location, then this
file will be located in the following location: C:\Program Files\SPSS\Employee Data.sav.

Section 1: Summarizing Data
1.1 Descriptive Statistics

A common first step in data analysis is to summarize information about variables in your dataset,
such as the averages and variances of variables. Several summary or descriptive statistics are
available under the Descriptives option available from the Analyze and Descriptive Statistics
menus:

Analyze
Descriptive Statistics
Descriptives...

After selecting the Descriptives option, the following dialog box will appear:

M Descriptives @

& Employee Code [id] & ‘ :\_r’gylable_[g]: .
Date of Birth [bdate | f Current Salary [salary]

il Educational Level & Beginning Salary [salbe Paste
dj Employment Catege

& Months since Hire [ III
,g? Previous Experienc

ﬂ Minority Classificatic Help

Cancel

v

)
Ig o
& ~

[] 5ave standardized values as variables Dptions...

This dialog box allows you to select the variables for which descriptive statistics are desired. To
select variables, first click on a variable name in the box on the left side of the dialog box, then
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click on the arrow button that will move those variables to the Variable(s) box. For example, the
variables salbegin and salary have been selected in this manner in the above example. To view
the available descriptive statistics, click on the button labeled Options. This will produce the
following dialog box:

Descriptives: Options @
i at®
Dispersion B
Std. deviation Minimum
Hel
[J¥ariance Magimum

[]Range []S.E. mean

Distribution
[] Kurtosis [] Skewness

Display Order

() Variable list

(O &lphabetic

() Ascending means
() Descending means

Clicking on the boxes next to the statistics' names will result in these statistics being displayed in
the output for this procedure. In the above example, only the default statistics have been selected
(mean, standard deviation, minimum, and maximum); however, there are several others that
could be selected. After selecting all of the statistics you desire, output can be generated by first
clicking on the Continue button in the Options dialog box, then clicking on the OK button in the
Descriptives dialog box. The statistics that you selected will be printed in the Output Viewer. For
example, the selections from the preceding example would produce the following output:

Descriptive Statistics
Std.
I Minimum Maximum Mean Deviation
Current Salary 474 $14750 | $135000 (%34 41957 |§17 07566
Beginning Salary 474 £9,000 Fr9980 (1701604 s7.870.64
Walid M {listwise) 474

The number of cases in the dataset is recorded under the column labeled N. Information about
the range of variables is contained in the Minimum and Maximum columns. The average salary is
contained in the Mean column. Variability can be assessed by examining the values in the Std.
Deviation column. The more that individual data points differ from the mean, the larger the
standard deviation will be. Conversely, if there is a great deal of similarity between data points,
the standard deviation will be quite small. Examining differences in variability could be useful
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for anticipating further analyses: in the above example, it is clear that there is much greater
variability in the current salaries than beginning salaries. Because equal variances is an
assumption of many inferential statistics, this information is important to a data analyst.

As a side note, if your distribution is “normal,” almost all (96%) of your observations should fall
within +/- 2 standard deviations from the mean. A starting salary of $32,757.37 is two standard
deviations above the mean of $17,016.09, while a starting salary of $1,274.81 is two standard
deviations below the mean; accordingly, 96% of salaries should fall between these values, with a
few people (2%) earning salaries below $1,274.81 and a few (2%) earning salaries above
$32,757.37. Given that the minimum value is $9,000 and the maximum is $79,980, however, we
can see that these data may not follow the normal distribution. (For the purposes of this tutorial,
we will treat salary, educational level, and a number of other variables as though they were
normally-distributed continuous variables. In your own research, however, if your outcome
variables are not normally distributed, you may need to pursue an alternate analysis. Feel free to
direct your questions on this topic to us at stats@its.utexas.edu).

Frequencies

While the descriptive statistics procedure described above is useful for summarizing data with an
underlying continuous distribution, the Descriptives procedure will not prove helpful for
interpreting categorical data. Instead, it is more useful to investigate the numbers of cases that
fall into various categories. The Frequencies option allows you to obtain the number of people
within each employment category in the dataset. The Frequencies procedure is found under the
Analyze menu:

Analyze
Descriptives Statistics
Frequencies...

Selecting this menu item produces the following dialog box:

M Frequencies @

f Employee Code [id :}_)'anable_[s]; !
ga Gender [gender] ‘ | ol ‘Employment Category l

Date of Birth [bdat

oK

Paste

dj Educational Level Reset
6& Current Salary [sal: El

f Beginning Salary [: Cancel
& Months since Hire Help
&9 Previous E=perienc a3

B Y Dy Y S e |

Display frequency tables

—

[ﬁlalistics...] [Qharts... ] [Eormal...
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Select variables by clicking on them in the left box, then clicking the arrow in between the two
boxes. Frequencies will be obtained for all of the variables in the box labeled Variable(s). This is
the only step necessary for obtaining frequency tables; however, there are several other
descriptive statistics available, many of which are described in the preceding section. The
example in the above dialog box would produce the following output:

Employment Category

Curnulative
Freguency | Percent [“alid Percent Fercent
YWalid — Clerical 363 7G6 /6.6 BB
Custodial 27 a7 a7 2.3
hanager a4 17.7 17.7 100.0
Total 474 100.0 100.0

Going back to the Frequencies dialog box, you may click on the Statistics button to request
additional descriptive statistics. Clicking on the Charts button produces the following box which
allows you to graphically examine their data in several different formats:

Frequencies: Charts

Cancel
(O Pie charts Help
O Histograms:
Chart Values
(3) Frequencies (O Peicentages

Each of the available options provides a visual display of the data. For example, clicking on the
Bar charts button produces the following output:
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Employment Category

400

300

200 +

Frequency

100 4

0 T T T
Clerical Custodsal Moanager

If you have continuous data (such as salary) you can also use the Histograms option and its
suboption, With normal curve, to allow you to assess whether your data are normally distributed,
which is an assumption of several inferential statistics. (You can also use the Explore procedure,
available from the Descriptive Statistics menu, to obtain the Kolmogorov-Smirnov test, which is
a hypothesis test to determine if your data are normally distributed.)

Crosstabulation

While frequencies show the numbers of cases in each level of a categorical variable, they do
not give information about the relationship between categorical variables. For example,
frequencies can give you the number of men and women in a company AND the number of
people in each employment category, but not the number of men and women IN each
employment category. The Crosstabs procedure is useful for investigating this type of
information because it can provide information about the intersection of two variables. The
Crosstabs procedure is found in the Analyze menu:

Analyze
Descriptive Statistics
Crosstabs...

After selecting Crosstabs from the menu, the dialog box shown above will appear on your

monitor. The box on the left side of the dialog box contains a list of all of the variables in the
working dataset. If theory suggests that one variable may cause the other, then the causal
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variable would typically be placed in the Row, while the outcome variable would be placed in
the Column. For example, selecting the variable gender for the rows of the table and jobcat for
the columns would produce a crosstabulation of gender by job category.

Bl Crosstabs @

i@ﬁ Employee Code [id] Hz?[;]d‘[d i "
&) .
Date of Bitth [bdate] a Lienaer [gender [ Paste |
dj Educational Level [ye: D -
& Current Salary [salary] .
6& Beginring Selan el —T{i Employment Category 1

f Months since Hire [job D

& Previous Experience [|i
ol Minarity Classification | Layer 1 of 1

Help

o | |

!

[] Display clustered bar charts
[] Suppress tables

[gtatistics...] [ Cells... ] [ Format...

—

The options available by selecting the Statistics and Cells buttons provide you with several
additional output features. Selecting the Cells button will produce a menu that allows you to add
additional values to your table; it is often most informative to select the Row percentages.
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Crosstabs: Cell Display

Counts

Observed

il

Cancel
[ Expected
Help
Percentages Residuals
[V]iRow [ ] Unstandardized
[] Column [] Standardized
[ Total [] Adjusted standardized

MNoninteger ‘Weights
(®) Round cell counts (O Round case weights
(O Truncate cell counts (O Truncate case weights

(O No adjustments

The combination of the two dialog boxes shown above will produce the following output table:

Gender * Employment Category Crosstabulation

Employment Category
Clerical Zustodial Manager Total

Gender  Female Count 206 1] 10 26
% within Gender 95 4% 0% 4 6% 100.0%

Male Count 147 27 74 258

% within Gender B0.9% 10.58% 28.7% 100.0%

Total Count 363 27 24 474
% within Gender TH.H% 57% 17. 7% 100.0%

This table shows that 95.4% of females are clerical workers, while only 60.9% of males are
clerical workers. It also seems that men are much more likely to be custodians (5.7%) or
managers (28.7%) than are women. However, we do not yet know whether this apparent
difference is statistically significant.
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Section 2: Inferential Statistics
2.1 Chi-Square Test

In the section above, it appeared that there were some differences between men and women in
terms of their distribution among the three employment categories. Conducting a Chi-square test
of independence would tell us if the observed pattern is statistically different from the pattern
expected due to chance.

The Chi-square test of independence can be obtained through the Crosstabs dialog boxes that
were used above to get a crosstabulation of the data. After opening the Crosstabs dialog box as
described in the preceding section, click the Statistics button to get the following dialog box:

Crosstabs: Statistics @

T [ Coneators
MNominal Ordinal
-Cancel
[] Contingency coefficient [[] Gamma -
[] Phi and Cramér's ¥ []5omers'd
[]Lambda [[]Kendall's tau-b
[] Uncertainty coefficient [[JKendall's tau-c
Nominal by Interval [JKappa
[JEta [CJRisk
[] McNemar
[[]Cochran's and Mantel-Haenszel statistics
]

By clicking on the box labeled Chi-Square, you will obtain the Chi-square test of independence
for the variables you have crosstabulated. This will produce the following table in the Output
Viewer:

10
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Chi-Square Tests

Asyimp.
Sin.
Walue df (2-sided)
Fearson Chi-Sguare TR 2774 2 000
Likelihood Ratio 95 463 2 xooon
M ofvalid Cases 474

4. 0 cells (.0%) have expected count less than 8. The
minimum expected count is 12.30.

Inspecting the table in the previous section, it appears that the two variables, gender and
employment category, are related to each other in some way. For example, if gender and
employment classification were unrelated, we would expect 17.7% of women to be in the
manager classification as opposed to the observed percentage, 4.6%. The output above provides
a statistical hypothesis test for the hypothesis that gender and employment category are
independent of each other. The large Chi-Square statistic (79.28) and its small significance level
(p <.001) indicate that it is very unlikely that these variables are independent of each other.
Thus, you can conclude that there is a relationship between a person’s gender and their
employment classification.

2.2 T tests

The t test is a useful technique for comparing mean values of two sets of numbers. The
comparison will provide you with a statistic for evaluating whether the difference between two
means is statistically significant. T tests can be used either to compare two independent groups
(independent-samples t test) or to compare observations from two measurement occasions for the
same group (paired-samples t test). To conduct a t test, your outcome data should be a sample
drawn from a continuous underlying distribution. If you are using the t test to compare two
groups, the groups should be randomly drawn from normally distributed and independent
populations. For example, if you were comparing clerical and managerial salaries, the
independent populations are clerks and managers, which are two nonoverlapping groups. If you
have more than two groups or more than two variables in a single group that you want to
compare, you should use one of the General Linear Model procedures in SPSS, which are
described below.

There are three types of t tests; the options are all located under the Analyze menu item:

Analyze
Compare Means
One-Sample T test...
Independent-Samples T test...
Paired-Samples T test...

11
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While each of these t tests compares mean values of two sets of numbers, they are designed for
distinctly different situations:

e The one-sample t test is used compare a single sample with a population value. For
example, a test could be conducted to compare the average salary of managers within a
company with a value that was known to represent the national average for managers.

e The independent-sample t test is used to compare two groups' scores on the same
variable. For example, it could be used to compare the salaries of clerks and managers to
evaluate whether there is a difference in their salaries.

e The paired-sample t test is used to compare the means of two variables within a single
group. For example, it could be used to see if there is a statistically significant difference
between starting salaries and current salaries among the custodial staff in an organization.

To conduct an independent sample t test, first select the Independent-Samples T test option to
produce the following dialog box:

M Independent-Samples T Test @

& Employee Code [id] TestVariable(s)

&4 Gender [gender] & Curtent Salary [salary]

Date of Birth [bdate]

g Educational Level [veei
Beginning Salary [salb)

& R Hie[ fiob)

6§> Previous Experience (1 |

d:i Minority Classification | Grouping \ariable:

lobea?? |

[ Define Groups... ]

Dptions...

To select variables for the analysis, first highlight them by clicking on them in the box on the
left. Then move them into the appropriate box on the right by clicking on the arrow button in the
center of the box. Your independent variable should go in the Grouping Variable box, which is a
variable that defines which groups are being compared. For example, because employment
categories are being compared in this analysis, the jobcat variable is selected. However, because
jobcat has more than two levels, you will need to click on Define Groups to specify the two
levels of jobcat that you want to compare. This will produce another dialog box as is shown
below:

12
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Define Groups @

(®) Use specified values | Continue
e
(O Cut point;

Here, the groups to be compared are limited to the groups with the values 2 and 3, which
represent the clerical and managerial groups. After selecting the groups to be compared, click the
Continue button, and then click the OK button in the main dialog box. The above choices will
produce the following output:

Group Statistics
Std. Std. Errar
Employment Category [+l mean Deviation hean
Current Salary  Custodial 27 | $30,938.84 $211462 F406.96
hManager 24 | 3 87T.E0 [ $13.24478 [ §1,990.67
Independent Samples Test
Levens's
Test for
Eqquality of
Variances t-test for Equalty of Means
95% Confidence
Irterval of the
Sigy. Mean St Errar Citference
F Sig. t df (2-tailed) | Difference | Difference Lowwer pper
Currert  Egual
Salary variances  |29.23 [ .000 -8.36 |109.00 o0 -F33,034 F3,530 (-F40034 | -26044
aszumed
Eqqual
ﬁg{'ames 1626 | 8958 000 | -§33039 $2,032 |-$37,076 | -29002
aszumed

The first output table, labeled Group Statistics, displays descriptive statistics. The second output
table, labeled Independent Samples Test, contains the statistics that are critical to evaluating the
current research question. This table contains two sets of analyses: the first assumes equal
variances and the second does not. To assess whether you should use the statistics for equal or
unequal variances, use the significance level associated with the value under the heading,
Levene's Test for Equality of Variances. It tests the hypothesis that the variances of the two
groups are equal. A small value (<.05) in the column labeled Sig. indicates that this hypothesis is
false and that the groups do indeed have unequal variances. In the above case, the value <.05 in
that column indicates that the variance of the two groups, clerks and managers, is not equal.
Thus, you should use the t-test statistics in the row labeled Equal variances not assumed.

13
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The SPSS output reports a t statistic and degrees of freedom for all t test procedures. Every
unique value of the t statistic and its associated degrees of freedom have a significance value. In
the above example in which the hypothesis is that clerks and managers do not differ in their
salaries, the t statistic under the assumption of unequal variances has a value of -16.26, and the
degrees of freedom has a value of 89.58 with an associated significance level of .000. The
significance level tells us that the probability that there is no difference between clerical and
managerial salaries is very small: specifically, less than one time in a thousand would we obtain
a mean difference of $33,038 or larger between these groups if there were really no differences
in their salaries.

To obtain a paired-samples t test, select Paired-Samples T test and the following dialog box will
appear:

M Paired-Samples T Test @

f Employee Code [id] _F'c‘!if%d,!?tis‘ab!e} - K
Date of Birth [bdate salary - salbegin |

{i Educational Level [ ste
di Employment Cateq E Sl

&) Current Salary [sala
&} Beginning Salary [s
5§> Months since Hire [ Help

,A& Previnus Fxnerenn |

Current Selections

Variable 1:
Variable 2:

o
0
1]

DOptions...

The above example illustrates a t test between the variables salbegin and salary, which represent
employees' beginning salary and their current salary. To set up a paired-samples t test, click on
the two variables that you want to compare. The variable names will appear in the section of the
box labeled Current Selections. When these variable names appear there, click the arrow in the
middle of the dialog box and they will appear in the Paired Variables box. Clicking the OK
button with the above variables selected will produce output for the paired-samples t test. The
following output is an example of the statistics you would obtain from the above example.

14
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Paired Samples Test

Faired Differences
05% Confidence
Sid. Interval of the

otd, Error Difference =iy
Mean | Deviation | Mean Lower Upper t df | (2-tailed)

Pair  Current

1 Dalary -
Beginning
Salary

B17.403 | B10.815 FSY | WBA27 (318,380 | 3504 | 473 oo

As with the independent samples t test, there is a t statistic and degrees of freedom that has a
significance level associated with it. The t test in this example tests the hypothesis that there is no
difference in clerks' beginning and current salaries. The t statistic (35.04) and its associated
significance level (p < .001) indicate that this is not the case. In fact, the observed mean
difference of $17,403.48 between beginning and current salaries would occur fewer than once in
a thousand times if there really were no difference between clerks' beginning and current
salaries.

2.3 Correlation

Correlation is one of the most common forms of data analysis because it underlies many other
analyses. Correlations measure the linear relationship between two variables. A correlation
coefficient has a value ranging from -1 to 1. Values that are closer to the absolute value of 1
indicate that there is a strong relationship between the variables being correlated, whereas values
closer to 0 indicate that there is little or no linear relationship. The sign of a correlation
coefficient describes the type of relationship between the variables being correlated. A positive
correlation coefficient indicates that there is a positive linear relationship between the variables:
as one variable increases in value, so does the other. An example of two variables that are likely
to be positively correlated are the number of days a student attended class and test grades,
because as the number of classes attended increases in value, so do test grades. A negative value
indicates a negative linear relationship between variables: as one variable increases in value, the
other variable decreases in value. The number of days students miss class and their test scores
are likely to be negatively correlated because as the number of days of missed classed increases,
test scores typically decrease.

Prior to conducting a correlation analysis, it is advisable to plot the two variables to visually
inspect the relationship between them. To produce scatter plots, select the following menu
option:

15
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Graphs
Scatter/Dot...

This will produce the following dialog box:

' Define

S| Matrix : | Simple

& | Scatter «ith | Dot

Scatter /+=| Scatter

»

o

+
et

Although several plot options are listed, only the Simple Scatter method is discussed here. To
create a scatter plot of current salary by education, select the Simple Scatter option and then click
the Define button to produce the following dialog box:

B Simple Scatterplot @

& Employee Code [id] o
faGender [gender] | ’ l [&’ Current Salary [salary] ‘
Date of Birth [bdate] 5 Asis:
Empl t Cat v | T3 .
dj mgoy.men o L) [djEducalional Level (years|
& Beginning Salary [salb ‘
& Months since Hire [job _ Set Markers by: M]
& Previous Experience i | ) | ’ ' [ Help ]
ol Minarity Classification |
_ Label Cases by:
Panel by
Rows:
Columns:
N anabl p
Template
[] Use chart specifications from:
[ Titles... ] [thions...]
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If one variable can be theoretically conceptualized as causing the other, then the causal variable
would typically be placed on the X axis, and the outcome variable on the Y axis. Click on the
current salary variable to select it from the list on the left side of the dialog box and then click the
right arrow next to the Y Axis box to move it over to the right. Next, click on the education
variable and then click on the right arrow next to the X Axis box to move it over to this box.
Finally, click the OK button to create the output shown below:

o
$125,000
o
0 8
$100,000 o
0
g o o
w o g o
W 375000 o
-
o
5 8 8§ o 0
- o
5 o o] (o]
3 8 °©o o 8
$50,000 o o
o
8 ° S
$25,000 I 8 8 8
w—:
T T 1 T T
9 12 15 18 g )

Educational Level (years)

This plot indicates that there is a positive, fairly linear relationship between current salary and
education level. In order to test whether this apparent relationship is statistically significant, we
could run a correlation.

To obtain a correlation in SPSS, start at the Analyze menu. Select the Correlate option from this
menu. By selecting this menu item, you will see that there are three options for correlating
variables: (1) Bivariate, (2) Partial, and (3) Distances. This document will cover only bivariate
correlations, which is used in situations where you are interested only in the relationship
between two variables. To obtain a bivariate correlation, choose the following menu option:

Analyze
Correlate
Bivariate...

This will produce the following dialog box:

17
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Ml Bivariate Correlations @

f Employee Code [id] Eariablesz - <t K
Date of Birth [bdate] | ﬂ Educational Level [yea
il Employment Categary [ | & Curent Salay [salary] ste

6¢> Beginning Salary [salbe D ‘ f Previous Experience [n| Rih
& Maonths since Hire [jobt
d:l Minarity Classification [i

o
IHiHH

5]

L

Help

Correlation Coefficients
Pearson [ |Kendal'staub [ | Spearman

Test of Significance
(%) Two-tailed () One-tailed

st ; Options...
Flag significant correlations =plons

To obtain correlations, first click on the variable names in the variable list on the left side of the
dialog box. Next, click on the arrow between the two white boxes, which will move the selected
variables into the Variables box. Each variable listed in the Variables box will be correlated with
every other variable in the box. For example, with the above selections, we would obtain
correlations between Education Level and Current Salary, between Education Level and
Previous Experience, and between Current Salary and Previous Experience. We will maintain
the default options shown in the above dialog box in this example. The first option to consider is
the type of correlation coefficient. Pearson's is appropriate for continuous data as noted in the
above example, whereas the other two correlation coefficients, Kendall's tau-b and Spearman'’s,
are designed for ranked data. The choice between a one- and two-tailed significance test in the
Test of Significance box should be determined by whether the hypothesis you are testing is
making a prediction about the direction of effect between the two variables: if you are making a
prediction that there is a negative or positive relationship between the variables, then the one-
tailed test is appropriate; if you are not making a directional prediction, you should use the two-
tailed test. The selections in the above dialog box will produce the following output:

18
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Correlations

Educational Previaus
Level Current Experience
WEars) Salary (months)
Educational Level {years)  Pearson Correlation 1.000 BET™ -.252
Sig. (2-tailed) . 000 .0on
i 474 474 474
Current Salary Fearson Correlation il 1.000 -.oar*
Sig. (2-tailed) 0an : 034
i 474 474 474
Frevious Experience Fearson Carrelation - 282 -.0ar+ 1.000
{months) Sig. (2-tailed) ann 034
M 474 474 474

. Correlation is significant atthe 0.01 level (2-tailed).

* Carrelation is significant atthe 0.05 level {2-tailed).

This output gives us a correlation matrix for the three correlations requested in the above dialog
box. Note that despite there being nine cells in the above matrix, there are only three correlation
coefficients of interest: (1) the correlation between current salary and educational level, the
correlation between previous experience and educational level, and the correlation between
current salary and previous experience. The reason only three of the nine correlations are of
interest is because the diagonal consists of correlations of each variable with itself, always
resulting in a value of 1.00 and the values on each side of the diagonal replicate the values on the
opposite side of the diagonal. For example, the three unique correlation coefficients show there is
a positive correlation between employees' number of years of education and their current salary.
This positive correlation coefficient (.661) indicates that there is a statistically significant (p <
.001) linear relationship between these two variables such that the more education a person has,
the larger that person’s salary is. Also observe that there is a statistically significant (p <.001)
negative correlation coefficient (-.252) for the association between education level and
previous experience, indicating that the linear relationship between these two variables is one in
which the values of one variable decrease as the other increases. The third correlation coefficient
(-.097) also indicates a negative association between employee's current salaries and their
previous work experience, although this correlation is fairly weak.

2.4 Regression

Regression is a technique that can be used to investigate the effect of one or more predictor
variables on an outcome variable. Regression allows you to make statements about how well one
or more independent variables will predict the value of a dependent variable. For example, if you
were interested in investigating which variables in the employee database were good predictors
of employees' current salaries, you could create a regression equation that would use several of
the variables in the dataset to predict employees' salaries. By doing this you will be able to make

19
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statements about whether variables such as employees’' number of years of education, their
starting salary, or their number of months on the job are good predictors of their current salaries.

To conduct a regression analysis, select the following from the Analyze menu:
Analyze
Regression

Linear...

This will produce the following dialog box:

M | inear Regression @

7 f Employee Code [id] I ,,Q?Pe"de“‘: %5
@4 Gender [gender] & Curent Salary [salary] | -
Date of Birth [bdate] Block 1 of 1
dj Educational Level Lvee} 0
dj Employment Category |
& Beginning Salary [salb| 1r$ipendent[s]: -~
659 Months since Hire [job| Educational Level [years & | Hel
‘ : 3 ‘ -p
& Previous Experience (i El & Previous Experience [mc— |
ol Minarity Classification | _ y Beginning Salary [salbec ¥ |
Method: ?”Enter V

Selection Variable:

_C_ase Labels:

WLS Weight:

HEERE

[§tatistics..J [ Flats... J [ nge...J Lthions...J

This dialog box illustrates an example regression equation. As with other analyses, you select
variables from the box on the left by clicking on them, then moving them to the boxes on the
right by clicking the arrow next to the box where you want to enter a particular variable. Here,
employees' current salary has been entered as the dependent variable. In the Independent(s) box,
four predictor variables have been entered: educational level, previous experience, beginning
salary, and months since hire.

NOTE: Before you run a regression model, you should consider the method that you use for
selecting or rejecting variables in that model. The box labeled Method allows you to select from
one of five methods: Enter, Remove, Forward, Backward, and Stepwise. Unfortunately, we
cannot offer a comprehensive discussion of the characteristics of each of these methods here, but
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you have several options regarding the method you use to remove and retain predictor variables
in your regression equation. In this example, we will use the SPSS default method, Enter, which
is a standard approach in regression models. If you have questions about which method is most
appropriate for your data analysis, consult a regression text book, the SPSS help facilities, or
contact a consultant.

The following output assumes that only the default options have been requested. If you have
selected options from the Statistics, Plots, or Options boxes, then you will have more output than
is shown below and some of your tables may contain additional statistics not shown here.

The first table in the output, shown below, includes information about the quantity of variance
that is explained by your predictor variables. The first statistic, R, is the multiple correlation
coefficient between all of the predictor variables and the dependent variable. In this model, the
value is .90, which indicates that there is a great deal of variance shared by the independent
variables and the dependent variables. The next value, R Square, is simply the squared value of
R. This is frequently used to describe the goodness-of-fit or the amount of variance explained by
a given set of predictor variables. In this example, the value is .81, which indicates that 81% of
the variance in the dependent variable is explained by the independent variables in the model.

Model Summarny

Std. Error

Adjusted ofthe
hodel F R Square R Square Estimate
1 Bone 810 809 | B 46514

a. Predictors: (Constant), Manths since Hire, Previous
Experience {manths), Beginning Salary,
Educational Level ivears)

The second table in the output is an ANOVA table that describes the overall variance accounted
for in the model. The F statistic represents a test of the null hypothesis that the expected values
of the regression coefficients are equal to each other and that they equal zero. Put another way,
this F statistic tests whether the R square proportion of variance in the dependent variable
accounted for by the predictors is zero. If the null hypothesis were true, then that would indicate
that there is not a regression relationship between the dependent variable and the predictor
variables. But, instead, it appears that the four predictor variables in the present example are not
all equal to each other and could be used to predict the dependent variable, current salary, as is
indicated by a large F value and a small significance level.
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ANOWAP
Maodel Sum of Sguares df Mean Sguare F Sig.
1 Regression | 111779919524 3 4 | 27944879331.07 a01.4450 .0ana
Residual 261364T75912.07 469 S57283506.8449
Total 137916485436 3 473

a. Predictors: (Constant), Educational Level {vears), Months since Hire, Previous Experience
rmanths), Beginning Salary

b. Dependent Variable: Current Salary

The third table in standard regression output provides information about the effects of individual
predictor variables. Generally, there are two types of information in the Coefficients table:
coefficients and significance tests. The unstandardized coefficients indicate the increase in the
value of the dependent variable for each unit increase in the predictor variable. For example, the
unstandardized coefficient for Educational Level in the example is 669.91, which indicates to us
that for each year of education, a person's predicted salary will increase by $669.91. A well-
known problem with the interpretation of unstandardized coefficients is that their values are
dependent on the scale of the variable for which they were calculated, which makes it difficult to
assess the relative influence of independent variables through a comparison of unstandardized
coefficients. For example, comparing the unstandardized coefficient of Education Level, 669.91,
with the unstandardized coefficient of the variable Beginning Salary, 1.77, it could appear that
Educational Level is a greater predictor of a person’s current salary than is Beginning Salary. We
can see that this is deceiving, however, if we examine the standardized coefficients, or Beta
coefficients. Beta coefficients are based on data expressed in standardized, or z score form. Thus,
all variables have a mean of zero and a standard deviation of one and are thus expressed in the
same units of measurement. Examining the Beta coefficients for Education Level and Beginning
Salary, we can see that when these two variables are expressed in the same scale, Beginning
Salary is more obviously the better predictor of Current Salary.

In addition to the coefficients, the table also provides a significance test for each of the
independent variables in the model. The significance test evaluates the null hypothesis that the
unstandardized regression coefficient for the predictor is zero when all other predictors'
coefficients are fixed to zero. This test is presented as a t statistic. For example, examining the t
statistic for the variable, Months Since Hire, you can see that it is associated with a significance
value of .000, indicating that the null hypothesis, that states that this variable's regression
coefficient is zero when all other predictor coefficients are fixed to zero, can be rejected.
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Coefficients®
Standardi
zed
Unstandardized Coefficien
Coefficients s

Maodel B Std. Errar Beta 1 Sig.

1 (Constant) 161497 | 32585470 -4 961 .0oo
Months since Hire 161.486 34 246 095 4714 .0an
Previous Experience
(manths) -17.303 3528 - 106 -4 804 .0on
Beginning Salary 1.768 0549 8145 30111 .0oo
Educational Level {yaars) FES.914 165,596 13 4.045 .0an

4. Dependent Yariahle: Current Salarny

2.5 General Linear Model

The majority of procedures used for conducting analysis of variance (ANOVA) in SPSS can be
found under the General Linear Model (GLM) menu item in the Analyze menu. Analysis of
variance can be used in many situations to determine whether there are differences between
groups on the basis of one or more outcome variables or if a continuous variable is a good
predictor of one or more dependent variables. There are three varieties of the general linear
model available in SPSS: univariate, multivariate, and repeated measures. The univariate
general linear model is used in situations where you only have a single dependent variable, but
may have several independent variables that can be fixed between-subjects factors, random
between-subjects factors, or covariates. The multivariate general linear model is used in
situations where there is more than one dependent variable and independent variables are either
fixed between-subjects factors or covariates. The repeated measures general linear model is
used in situations where you have more than one measurement occasion for a dependent variable
and have fixed between-subjects factors or covariates as independent variables. Because it is
beyond the scope of this document to cover all three varieties of the general linear model in
detail, we will focus on the univariate version of the general linear model with some attention
given to topics that are unique to the repeated measures general linear model. Several features of
the univariate general linear model are useful for understanding other varieties of the model that
are provided in SPSS: understanding the univariate model will prove useful for understanding
other GLM options.

The univariate general linear model is used to compare differences between group means and
estimating the effect of covariates on a single dependent variable. For example, you may want to
see if there are differences between men and women's salaries in a sample of employee data. To
do this, you would want to demonstrate that the average salary is significantly different between
men and women. However, in doing such an analysis, you are likely aware that there are other
factors that could affect a person’s salary that need to be controlled for in such an analysis. For
example, educational background and starting salary are some such variables. By including these
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variables in our analysis, you will be able to evaluate the differences between men and women's
salaries while controlling for the influence of these other variables.

To specify a univariate general linear model in SPSS, go to the analyze menu and select
univariate from the general linear model menu:

Analyze
General Linear Model
Univariate...

This will produce the following dialog box:

B Univariate @

[ & Employee Code [id] I Dependent Variable:

Date of Birth [bdate]

d Employment Category |
659 Months since Hire [job)
& Previous Experience [13

(2] [ Curer Saty st

Eixgd Factor(s):

Contrasts...

D ‘é)a Gender [gender]

Random Factor(s):

2]
Qq}/ariate[s]:
L]

| d:i Educational Level |
D WLS Weight:

P 25 corving Ssiay (18
[ oK ] [Easte] [Beset] [Cancel] LHeIpJ

oLl Minority Classification |

Save...

Options...

The above box demonstrates a model with multiple types of independent variables. The variable
gender has been designated as a fixed factor because it contains all of the levels of interest.

In contrast, random variables are variables that represent a random sample of the possible levels
that could be sampled. There are not any true random variables in our dataset; therefore, this
input box has been left blank here. However, you could imagine a situation similar to the above
example where you sampled data from multiple corporations for our employee database. In that
case, you would have introduced a random variable into the model--the corporation to which an
employee belongs. Corporation is a random factor because you would only be sampling a few of
the many possible corporations to which you would want to generalize your results. (It should be
noted, however, that the GLM method for handling random factors is inferior to the method used
in the Mixed Models procedure.)
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The next input box contains the covariates in your model. A covariate is a quantitative
independent variable. Covariates are often entered in models to reduce error variance: by
removing the effects of the relationship between the covariate and the dependent variable, you
can often get a better estimate of the amount of variance that is being accounted for by the
factors in the model. Covariates can also be used to measure the linear association between the
covariate and a dependent variable, as is done in regression models. In this situation, a linear
relationship indicates that the dependent variable increases or decreases in value as the covariate
increases or decreases in value.

The box labeled WLS Weight can contain a variable that is used to weight other variables in a
weighted least-squares analysis. This procedure is infrequently used however, and is not
discussed in any detail here.

The default model for the SPSS univariate GLM will include main effects for all independent
variables and will provide interaction terms for all possible combinations of fixed and random
factors. You may not want this default model, or you may want to create interaction terms
between your covariates and some of the factors. In fact, if you intend to conduct an analysis of
covariance, you should test for interactions between covariates and factors. Doing so will
determine whether you have met the homogeneity of regression slopes assumption, which states
that the regression slopes for all groups in your analysis are equal. This assumption is important
because the means for each group are adjusted by averaging the slopes for each group so that
group differences in the covariate are removed from the dependent variable. Thus, it is assumed
that the relationship between the covariate and the dependent variable is the same at all levels of
the independent variables. To make changes in the default model, click on the Model button,
which will produce the following dialog box:

Univariate: Model @

]

Sum of sguares: | Type Il v |

|Interaction v

Specify Model
O Full factorial (®) Custom
Eactgrs & Povariates: 7 Modgl:
(gender(F] | ' gender
: educh! ; | educ
g \ . | salbegin
| | Build Te[m[s] | educxgende[

Include intercept in model

[Continue] [ Cancel ] [ Help ]
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The first step for modifying the default model is to click on the button labeled Custom, to
activate the grayed out areas of the dialog box. At this point, you can begin to move variables in
the Factors & Covariates box into the Model box. First, move all of the main effects into the
Model box. The quickest way to do that is to double-click on their names in the Factors &
Covariates box. After entering all of the main effects, you can begin building interaction terms.
To build the interactions, click on the arrow facing downwards in the Build Term(s) section and
select interaction, as shown in the figure above. After you have selected the interaction, you can
click on the names of the variables with which you would like to build an interaction, then click
on the arrow facing right under the Build Term(s) heading. In the above example, the
educ*gender term has already been created. The salbegin*gender and salbegin*educ terms can
be created by highlighting two terms at a time as shown above, then clicking on the right-facing
arrow. Some of the other options in the Build Terms list that you may find useful are the All n-
way options. For example if you highlighted all three variables in the Factors & Covariates box,
you could create all of the three possible 2-way interactions by selecting the All 2-way option
from the Build Terms(s) drop-down menu, then clicking the right-facing arrow.

If you are testing the homogeneity of regression slopes assumption, you should examine your
group by covariate interactions, as well as any covariate by covariate interactions. In order to
meet the ANCOV A assumption, these interactions should not be significant. Examining the
output from the example above, we expect to see nonsignificant effects for the gender*educ and
the gender*salbegin interaction effects:

Tests of Between-Subjects Effects

Dependent Wariable: Current Salary

Type Il Sum of
Source Squares df Mean Sguare F Sig.
Corrected Model 1087139558934 6 | 18285659156 | 302788 0o
Intercept 1153095 423 1 1153099 423 014 .Ban
GEMDER 1035163.021 1 1035163.021 017 Baa
SALBEGIM 435965029184 1| 435965029184 7.2149 oar
EDLIC B0521827.420 1 B0521827.420 1.333 2449
GEMDER * SALBEGIM 38870280811 1 38870220811 BEO AT
GEMDER *EQUC 48780222 556 1 48780222 556 .B0a 3649
SALBEGIMN * EDUC S901759603.501 1 Q0179603501 1.4493 222
Error 282025385430 | 467 G0390376 966
Total BO94B7436925 | 474
Corrected Total 137916485436 [ 473

4. R Squared = 7496 (Adjusted B Sgquared = .793)

Examining the group by covariate effects, you can see that both were nonsignificant. The
gender*salbegin effect has a small F statistic (.660) and a large significance value (.417), the
educ*salbegin effect also has a small F statistic (1.808) and large significance value (.369), and
the salbegin*educ effect also has a small F statistic (1.493) and large significance level (.222).
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Because all of these significance levels are greater than .05, the homogeneity of regression
assumption has been met and you can proceed with the ANCOVA.

Knowing that the model does not violate the homogeneity of regression slopes assumption, you
can remove the interaction terms from the model by returning to the GLM Univariate dialog box,
clicking the Model button, and selecting Full Factorial. This will return the model to its default
form in which there are no interactions with covariates. After you have done this, click OK in
the GLM Univariate dialog box to produce the following output:

Tests of Between-Suhbjects Effects

Dependent Wariable: Current Salary

Type Il Surm of
Source Squares df Mean Sguare F Sig.
Corrected Model 1085204392894 3 | 36506813096.4 604,246 .00a
Intercept 842156178.459 1 | 8421561784549 13.9349 .0on
EDUC 2287985764 92 1 | 228TY85TREA.92 ar.arn .0on
SALBEGIM 42057263689.0 1 | 420572636859.0 BY6. 115 .0on
GEMDER 2340489881 723 1 | 234049991723 3874 050
Error 28396056147 .3 470 604171407349
Total BH94BT7436924 474
Corrected Total 137916495436 473

4. R Sguared = 794 (Adjusted B Sgquared = .793)

The default output for the univariate general linear model contains all main effects and
interactions between fixed factors. The above output contains no interactions because gender is
the only fixed factor. Each factor, covariate, or other source of variance is listed in the left
column. For each source of variance, there are several test statistics. To evaluate the influence of
each independent variable, look at the F statistic and its associated significance level. Examining
the first covariate, education level, the F statistic (37.87) and its associated significance level
(.000) indicate that it has a significant linear relationship with the dependent variable. The
second covariate, salbegin, also has a significant F statistic (696.12) as can be seen from its
associated significance level (.000). In both cases, this indicates that the values of the dependent
variable, salary, increase as the values of education level and beginning salaries increase. The
next source of variance, gender, provides us with a test of the null hypothesis that there are no
differences between gender groups (i.e., that there are not differences between men and women's
salaries) when education and beginning salary are controlled. This test provides a small F
statistic (3.87) and a significance level that is just barely statistically significant (p =.05). In the
above model containing education level and beginning salaries as covariates, we can say that
there is a statistically significant difference between men and women's salaries. To further
interpret this effect, go back to the Univariate dialog box and click on the Options button.
Choose the variable gender and click it over to the Display Means For box, then choose
Continue and OK. This will present the estimated means for each group, taking into account the
covariates educational level and beginning salary, as shown below. Note that after setting both
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groups equal to the mean educational and beginning salary level, men in this company earn
approximately $1,590 more than women in current salary. It is possible that the inclusion of
other covariates could explain away the remaining difference between the two groups’ salaries.

Gender

Dependent Variable: Current Salary

95% Confidence Interval
Gender Mean Std. Error | Lower Bound | Upper Bound
Female |33552.2234 a67.147 32437.764 J4666 651
hale 381457174 513.3497 34136.874 J61454 554
a. Covariates appearing in the model are evaluated atthe
following walues: Educational Level fyears) = 13.49,
Beginning Salary=$17,016.09,

The repeated measures version of the general linear model has many similarities to the univariate
model described above. However, the key difference between the models is that there are
multiple measurement occasions of the dependent variable in repeated measures models, whereas
the univariate model only permits a single dependent variable. You could conduct a similar
model with repeated measurements by using beginning salaries and current salaries as the
repeated measurement occasions.

To conduct this analysis, you should select the Repeated Measures option from the General
Linear Model submenu of the Analyze menu:

Analyze
General Linear Model
Repeated Measures...

Selecting this option will produce the following dialog box:
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Repeated Measures Define Factor(s) @

Within-Subject Factor Name:

Reset
MNumber of Levels:

- Cancel
time(2) Help

Measure Name:

This dialog box is used for defining the repeated measures, or within-subjects, dependent
variables. You first give the within-subject factor a name in the box labeled Within-Subject
Factor Name. This name should be something that describes the dependent variables you are
grouping together. For example, in this dialog box, the salaries that are being analyzed differ in
terms of the time in which the salary data were collected, so the within-subject factor was given
the name time. Next, specify the number of levels, or number of measurement occasions, in the
box labeled Number of Levels. This is the number of times the dependent variable was measured.
Thus, in the present example, there are two measurement occasions for salary because you are
measuring beginning salaries and current salaries. After you have filled in the Within-Subject
Factor Name and the Number of Levels input boxes, click the Add button to transfer the
information in the input boxes into the box below. Repeat this process until you have specified
all of your within-subject factors. Then, click on the Define button, and the following dialog box
will appear:
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Ml Repeated Measures @

! & Employee Code [id] | Within-Subjects Variables

Date of Birth [bdate] (time]:

,{i Employment Eategory

ED salbegin(1] i
& Months since Hire [|ob |

6§> Previous Experience (I
dj Minority Classification | m

Belween -Subjects Factor[s]:

Ij ‘ 62-.1 Gender [gender]
|
Covariates:
D [ E[iEducational Level [ye:

[ 7M0del‘.. ][Cogtrarsts:‘ ][ Plorgs‘.. ] : . [ Save... ][ Dptions... ]

When this box initially appears, you will see a slot for each level of the within-subject factor
variables that you specified in the previous dialog box. These slots are labeled numerically for
each level of the within-subject factor but do not contain variable names. You still need to
specify which variable fills each slot of the within-subject factors. To do this, click the
appropriate variable name in the list on the left side of the dialog box. Next, click on the arrow
pointing towards the Within-Subject Variables dialog box to move the variable name from the
list to the top slot in the within-subjects box. This process has been completed for salbegin, the
first level of the salaries within-subject factor. The same process should be repeated for salary,
the variable representing an employee's current salary.

After you have completed the specifications for the within-subjects factors, you can define your
independent variables. Between-subject factors, or fixed factors, should be moved into the box
labeled Between-Subjects Factors(s) by first clicking on the variable name in the variable list,
then clicking on the arrow to the left of the Between-Subjects Factor(s) box. In this example,
gender has been selected as a between-subjects factor. Covariates, or continuous predictor
variables, can be moved into the Covariates box. Above, educ, the variable representing
employee's number of years of education, has been specified as a covariate.

This will produce several output tables, but we will focus here on the tables describing between-
subject and within-subject effects. However, these tables for univariate analysis of variance may
not always be the appropriate. The univariate tests have an additional assumption: the
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assumption of sphericity. If this assumption is violated, you should use the multivariate output or
adjust your results using one of the correction factors in the SPSS output. For a more detailed
discussion of this topic, see the usage note, Repeated Measures ANOVA Using SPSS MANOVA
in the section, "Within-Subjects Tests: The Univariate versus the Multivariate Approach.” This
usage note can be found at http://www.utexas.edu/cc/docs/stat38.html.

The following output contains the statistics for the effects in the model specified in the above
dialog boxes:

Tests of Within-Subjects Effects
Measure: MEASURE 1

Type I Surm
SOUrce of Sguares df Mean Sguare F =i
tirne Sphericity Assurmed By 223511 1 | BY7Z23511.2 18.915 0an
Sreenhouse-Geisger | B97223511 1.000 | BR7223511.2 18.915 000
Huynh-Faldt RO 243511 1.000 | B9¥Z23511.2 18.915 0oo
Lower-bound BI7 223511 1.000 [ BE¥Z23511.2 18.915 oo
tirme * educ Sphericity Assumed | 6345201343 1| 6345201343 172,136 000
Greenhouse-Geisser | 6345201343 1.000 | 5345201343 172136 0oo
Huynh-Feldt G345201343 1.000 | 6345201343 172136 oo
Lower-bound E345201343 1.000 [ 6345201343 172,136 oo
tire * gender  Sphericity Assurmed 824057793 1 | 9240577929 25068 000
Greenhouse-Geisser | 924057793 1.000 | 924057792.9 25.063 000
Huynh-Feldt 924057793 1.000 | 9240577929 25065 0oo
Lower-bound 824057793 1.000 [ 9240577929 25055 oo
Erroritirme) Sphericity Assumed | 1.736E+010 471 | 3bBE1535.99
Greenhouse-Geisser | 1.736E+10 471.000 [ 368615358.599
Huynh-Feldt 1.736E+110 471.000 | 36851538.99
Lower-bound 1.736E+010 471.000 | 35851538.99

This table contains information about the within-subject factor, time, and its interactions with the
independent variables. The main effect for salaries is a test of the null hypothesis that all levels
of within-subjects factor are equal, or, more specifically, it is a test of the hypothesis that
beginning and current salaries are equal. The F statistic (18.915) and its associated significance
level (p <.001) indicate that you can reject this hypothesis as false. In other words, it appears
that there is a statistically significant difference between beginning salaries and current salaries.
After you have tested this hypothesis, you can then investigate whether the increase in salaries is
the same across all values or levels of the other independent variables that are included in the
model. The first interaction term in the table tests the hypothesis that the increase in salaries is
constant, regardless of educational background. The F statistic (172.10) and its associated
significance level (p <.001) allow us to reject this hypothesis as well. The knowledge that this
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interaction is significant indicates that it is worthwhile to examine characteristics of the
interaction, which we will do using plots in a later example. Finally, the second interaction tests
whether salary increase differs by gender. The F statistic (25.07) and its significance level (p <
.001) indicate that the increase in salaries does vary by gender.

Tests of Between-Subjects Effects

Measure: MEASLURE_1
Transformed Yariahle: Average

Type [l Sum
Source of Squares df Mean Square F Sig.
Intercept | 19925659474 1 18092568475 13,6 .oan
educ 4. 083E+010 1 4 0B83E+010 277.9455 .0an
gender 8155460238 1 28155460238 a5.791 .0an
Error 6.835E+010 471 | 1461784943

The output for the repeated measures general linear model also provides statistics for between-
subject effects. In this example, the model contains two between-subjects factors: employees’
education level and their gender. Education level was entered as a covariate in the model, and
therefore the statistics associated with it are a measure of the linear relationship between
education level and salaries. In contrast, the statistics for the between-subjects factor, gender,
represents a comparison between groups across all levels of the within-subjects factors.
Specifically, it is a comparison between males and females on differences between their
beginning and current salaries. In the above example, both education level and gender are
statistically significant. The F statistic (277.96) and significance level (p <.001) associated with
education level allows us to reject the null hypothesis that there is not a linear relationship
between education and salaries. By rejecting the null hypothesis, you can conclude that there is a
positive linear relationship between the two variables, indicating that as number of years of
education increases, salaries do as well. The F statistic (55.79) for gender and its associated
significance level (p < .001) represent a test of the null hypothesis that there are no group
differences in salaries. The significant F statistic indicates that you can reject this null hypothesis
and conclude that there is a statistically significant difference between men and women's salaries.

In this analysis, we saw that there was a significant interaction for Time*Gender. It is important
to investigate the properties of your interactions through graphical displays, mean comparisons,
or statistical tests, because a significant interaction can take on many forms. For this analysis, we
will add a plot for the Time*Gender interaction by returning to the Repeated Measures dialog
box and clicking on the Plots button.
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Repeated Measures: Profile Plots @
Factors: Horizontal &xis:

gender i Eﬁtime [
Separate Lines:
lgender ] [ Heb |
Separate Plots:

| |

Plots: Add

Typically, within-subjects factors such as time are placed in the Horizontal Axis box, while
between-subjects factors are placed in the Separate Lines box. After placing time and gender in
the appropriate box, click on Add to place the interaction plot into the list in the bottom pane,
then choose Continue and OK. This yields the plot below.

Estimated Marginal Means of MEASURE_1

Gender
o —— Famale
/ — Male

$40,000 4

$35,000 /

g
g
1

$25,000 -

Estimated Marginal Means
g
:

$15,000 4

$10,000 4

time

Here, the interaction reflects the fact that male salaries tend to increase more sharply over time
than do female salaries. Note that the plot uses the estimated marginal means for salary, which
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are the estimated means when the covariate (in this case, education) is set at its average (13.49
years).

Section 3: Some Further Resources

For more information on SPSS, try the following resources:

o To make a free statistical appointment with the Statistical Support group, visit
http://ssc.utexas.edu/consulting/free-consulting.

e Visit our list of answers to frequently asked SPSS questions at:
http://ssc.utexas.edu/software/fags/spss

e Go to the SPSS homepage, www.spss.com. Their site includes a variety of helpful
resources, including the SPSS Answer Net for answers to frequently asked technical
questions, and an FTP site where you can find SPSS macros and an online version of the
SPSS Algorithms manual. The support website is available at support.spss.com.
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